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Abstract: Self-Organizing Map (SOM) is in the greater concern in these days due to the hierarchy creating in 
document organization. It will be better for those problems where we needed clustering and visualization. Our direction 

of this paper is to find better clustering and classification techniques which will be profound in document organization. 

So in this paper we discuss on the deficiencies find in the traditional techniques and about the possible solutions which 

can be better in document organization. 
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I. INTRODUCTION 

One of the publicly hands-on models is the self-organizing 

map (SOM) sculpture [1]. The SOM learns immigrant 

swaggering dimensional statistics and maps them on a 
degraded, usually 2, dimensional map in a topology-

preserving manner [2]. Focus is, data put in order 

converge in high-dimensional gap strength on top of 

everything else be close in the mapped low-dimensional 

space. Such capabilities vindicate the SOM gross widely 

applied in data visualization and clustering tasks [3].  

 

In real-world exigency, purposefulness maker’s bear 

perpetually suitably add to ambivalent objectives and an 

expansive fulfill gap with contrastive runner alternatives 

[4][5]. The multi-criterion making also provide a better 

combat in the near future. Its involves span rigorous 
spaces like the design space, incorporating the defining 

variables of the candidate solutions, and the intention 

space, constituting the mapping of each candidate solution 

to the multiple objective functions values[6]. The latter is 

the space where optimality is get under way, tradeoffs are 

explored, and decisions are normally reached. So there is 

the need of classification based on multiple decision 

criteria which can be heuristic, it will be possible by user 

defined constraints and multiple selective constraints.  

 

It can be better to find a proper clustered way to organize 
the documents, then apply some classification criteria 

which will be satisfied some threshold value to provide the 

constrained way of these issue. It can be achieved through 

association rule mining [7], we can use partitioning 

technique also because it can reduce the searching time 

and enhance the searching capability [8][9].  

 

For classification we can use association rule mining with 

some clustering techniques like K-means and fuzzy c-

means, it will be a better option [10]. Then we can 

optimize it using several optimization techniques like Ant 

Colony optimization (ACO), Particle swarm Optimization, 
Mimetic algorithm etc.[11][12][13].  

 

Subset superset partitioning can be used for partitioning 

and better classification [14]. The remaining of this paper 

is organized as follows.  

 

We discuss clustering and classification techniques in 

Section 2. In Section 3 we discuss about literature review. 

In section 4 we discuss about problem domain. In section 
5 we discuss about the proposed framework. Conclusions 

are given in Section 6. Finally references are given. 

 

II. CLUSTERING AND CLASSIFICATION 

TECHNIQUES 

For classifying pair accustomed approximate worn k-

means algorithm are a handful of the broadly authorized 

clustering tools that are expedient in a trade mark of 

painstaking and domain applications. K-means groups the 

materials in conform with regard to their circumstance 

sentiment into K intrepid clusters. Data categorized into 

the alike cluster have identical feature values. K, the 
positive integer denoting the number of clusters, needs to 

be provided in advance. 

 

The steps involved in a K-means algorithm are given 

subsequently [15]: 

1) K points denoting the data to be clustered are 

placed into the space. These points denote the 

primary group centroids. 

2) The data are assigned to the group that is adjacent 

to the centroid. 

3) The positions of all the K centroids are 
recalculated as soon as all the data are assigned. 

 

Fuzzy c-means (FCM) is a method of clustering which 

allows one piece of data to belong to two or more clusters. 

This method (developed by Dunn in 1973 and improved 

by Bezdek in 1981) is frequently used in pattern 

recognition. It is based on minimization of the following 

objective function: 

 

,      
where m is any real number greater than 1, uij is the degree 

of membership of xi in the cluster j, xi is the ith of d-

dimensional measured data, cj is the d-dimension center of 

the cluster, and ||*|| is any norm expressing the similarity 

between any measured data and the center. 
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Fuzzy partitioning is carried out through an iterative 

optimization of the objective function shown above, with 

the update of membership uij and the cluster centers cj by: 

,      
 

Association Rule mining is one of the important and most 

popular matter mining techniques. Federation head up 
mining gluteus Maximus be efficiently used in any 

decision making processor decision based leadership 

generation. In data mining appointment in consequently so 

we courage find the frequent patterns to know the effective 

patterns from the huge data. Change we find positive and 

negative rules [16]. If we agree to the beyond everything 

phenomena change we come to the point that the rule 

generation is also huge. In this compounding we 

metaphysical join aspects of optimization techniques by 

which we can optimize the association rules. So 

hybridization is needed [17]. Turn to course mining is a 

efficacious movement capable of identifying in a used of 
objects (called items) those which demonstrate similar 

behavior. For event, in a Stock Exchange, clientele object 

encode are kept as storekeeper business each includes a set 

of items purchased together. Analyzing the used of 

merchant may discuss to fact mosey are frequently 

purchased together. 

 

The Ant Colony Optimization algorithm is mainly inspired 

by the experiments run by Goss et al. [18] which using a 

grouping of real ants in the real environment. They study 

and observe the behavior of those real ants and suggest 
that the real ants were able to select the shortest path 

between their nest and food resource, in the existence of 

alternate paths between the two. This ant behavior was 

first formulated and arranged as Ant System (AS) by 

Dorigo et al. [19][20]. Based on the AS algorithm, the Ant 

Colony Optimization (ACO) algorithm was proposed [19]. 

In ACO algorithm, the optimization problem can be 

expressed as a formulated graph G = (C; L), where C is the 

set of components of the problem, and L is the set of 

possible connections or transitions among the elements of 

C [21]. Optimization technique can provide better 
classification strategy and it is used in different area of 

engineering[22][23][24][25]. 

 

III. LITERATURE REVIEW 

In 2011, Avrilia Floratou et al. [26] proposed a new 

algorithm called FLexible and Accurate Motif DEtector 

(FLAME). FLAME is a flexible suffix-tree-based 

algorithm that can be used to find frequent patterns with a 

variety of definitions of motif (pattern) models. It is also 

accurate, as it always finds the pattern if it exists. Using 

both real and synthetic data sets, we demonstrate that 

FLAME is fast, scalable, and outperforms existing 
algorithms on a variety of performance metrics. 

In 2011, Shawana Jamil et al. [27] focus on  investigation 

of mining frequent sub-graph patterns in DBLP uncertain 

graph data using an approximation based method. The 

frequent sub-graph pattern mining problem is formalized 

by using the expected support measure. Here n 

approximate mining algorithm based Weighted MUSE, is 
proposed to discover possible frequent sub-graph patterns 

from uncertain graph data. 

 

In 2011, Ashwin C S et al. [28] proposed an apriori- based 

method to include the concept of multiple minimum 

supports (MMS in short) on association rule mining. It 

allows user to specify MMS to reflect the different natures 

of items. Since the mining of sequential pattern may face 

the same problem, we extend the traditional definition of 

sequential patterns to include the concept of MMS in this 

study. For efficiently discovering sequential patterns with 
MMS, we develop a data structure, named PLMS-tree, to 

store all necessary information from database. 

 

In 2011, K. Zuhtuogullari et al. [29] observe that an 

extendable and improved item set generation approach has 

been constructed and developed for mining the 

relationships of the symptoms and disorders in the medical 

databases. The algorithm of the developed software finds 

the frequent illnesses and generates association rules using 

Apriori algorithm. The developed software can be usable 

for large medical and health databases for constructing 

association rules for disorders frequently seen in the 
patient and determining the correlation of the health 

disorders and symptoms observed simultaneously. 

 

In 2010, Hsin-Chang Yang et al. [30] suggest that the 

SOM has main disadvantage of the need to know the 

number and structure of neurons prior to training, which 

are difficult to be determined. Several schemes have been 

proposed to tackle such deficiency. Examples are 

growing/expandable SOM, hierarchical SOM, and 

growing hierarchical SOM. These schemes could 

dynamically expand the map, even generate hierarchical 
maps, during training. Encouraging results were reported. 

Basically, these schemes adapt the size and structure of the 

map according to the distribution of training data. That is, 

they are data-driven or data oriented SOM schemes. In this 

work, a topic-oriented SOM scheme which is suitable for 

document clustering and organization will be developed. 

Their proposed SOM will automatically adapt the number 

as well as the structure of the map according to identified 

topics. Unlike other data-oriented SOMs, our approach 

expands the map and generates the hierarchies both 

according to the topics and their characteristics of the 

neurons. The preliminary experiments give promising 
result and demonstrate the plausibility of the method. 

 

In 2013, Hsin-Chang Yang et al. [31] two major 

deficiencies of classical SOM are the need of predefined 

map structure and the lack of hierarchy generation. Several 

approaches have been devised to tackle these deficiencies. 

They suggest that both structural and topical constraints 

which specified by the user could be used to guide the 
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learning process. Preliminary experiments demonstrate 

improvements over previous algorithm on text 

categorization task. 

 

IV. PROBLEM DOMAIN 

After studying several research papers we observe the the 
following problem findings: 

1) Data partitioning can be easily implemented for 

reducing the size and searching. 

2) Different levels of Constraints are also applied. 

3) Leraning can be applied in different steps to refine the 

search. 

4) Clustering and classification model can be applied 

together. 

5) Some optimization techniue can be applied for 

defining a threshold limit. 

6) Classification can be heuristic for applying the meta 

search. 
7) Need to dynamize the map structure and organize it in 

proper hierarchy. 

8) Tree slave structure is also useful for extracting the 

data in breadth first seach way. 

 

V. ANALYSIS 

We provide the analysis of the paper in table 1. 

 

Table 1: Analysis 

Authors Technique Achieve 

Andreas 

Rauber[32] 
Hierarchical SOM 

The motivation was to provide a model that adapts its 

architecture during its unsupervised training process 

according to the particular requirements of the input data. 

Sebastián 

Moreno[33] 

Robust Growing 

Hierarchical Self 

Organizing Map 

The outliers introduce an influence to the GHSOM model 

during the training process by locating prototypes far from the 

majority of data and generating maps for few samples data. 

Carolina 

Saavedra.[34] 
KDSOM 

a hybrid model called K-Dynamical Self Organizing Maps 

(KDSOM) consisting of K Self Organizing Maps with the 

capability of growing and interacting with each other are 

proposed. 

Héctor 
Allende[35] 

Robust Self-
organizing Maps 

They propose a variant to the learning algorithm that is robust 

under the presence of outliers in the data by being resistant to 
these deviations. 

Khabia et al. 

[36] 

Classification of Web 

Results 

They suggest feature selection and learning clustering of text 

documents can be used, which requires small amount of 

training data. Clustering process is itself feature learning step. 

Rodrigo 

Salas[37] 
FASOM 

A hybrid algorithm called Flexible Architecture of Self 

Organizing Maps (FASOM) that overcomes the Catastrophic 

Interference and preserves the topology of Clustered data in 

changing environments. 

 

VI. CONCLUSION 

In this paper we survey several aspects of SOM and the 

flaws presented in the previous technique. We also find 

some useful trends in the previous technique which can be 

incorporated with clustering and association to form a 
hybrid technique for proper classification and maintaining 

the document hierarchy. The scopes are in the direction of 

hybrid framework with the formation of advance structural 

classifier. 
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